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ABSTRACT

A prototypical experiment in cavity quantum electrodynamics involves controlling the light-matter interaction
by tuning the frequency of a cavity mode in- and out-of resonance with the frequency of a quantum emitter,1–3

while the field amplitude is generally unaltered. The opposite situation, where one perturbs the spatial pattern
of a cavity mode without changing its frequency, has been considered only recently in a few works.4,5 Changing
the amplitude of the field at the emitter’s position has important applications, at it allows a real-time control of
the light-matter coupling rate, and therefore a direct control of processes such as spontaneous emission and Rabi
oscillations. In view of this large potential, in this paper we discuss general design principles that allow obtaining
large variations of the electromagnetic field, without change of the frequency, upon an external perturbation of
the cavity. We showcase the application of these rules to two photonic structures, a single Fabry-Perot cavity
and a coupled three-cavity system. As showed by our analysis and by the examples provided, a small frequency
spacing between the modes of the unperturbed cavity is an important requirement to obtain large field variations
upon small perturbations. In this regard, a coupled-cavity system, where the frequency spacing is controlled
by the interaction rates between the single cavities, constitutes the most promising system to achieve large
modulations of the field amplitude.
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1. INTRODUCTION

Controlling the modes of an optical cavity is crucial for cavity quantum electrodynamics and light-matter interac-
tion experiments. In many situations, a reversible and post-fabrication tuning of the frequency of a cavity mode
is required in order to change the spectral overlap between the mode and a quantum emitter and, therefore, to
control the light-matter interaction.1–3 Such tuning can in principle be obtained by changing the refractive index
of the cavity material by, e.g., thermal effects6,7 or carrier-injection effects in semiconductor materials.8 Another
class of approaches relies on a mechanical perturbation of the cavity structure itself, realized by, e.g., approaching
and perturbing the optical near field by an external object, such as a tip,9,10 or changing the distance between
different parts of the cavity. In this regard, micro and nano opto-electro-mechanical systems have been often
used as an elegant and reliable solution to implement spectral control on devices such as vertical cavity surface
emitting lasers11 and, recently, photonic crystal cavities.3,12–17

In all the approaches mentioned above, the external perturbation to the cavity leads to a change of the
resonant frequency, while the field spatial distribution is weakly altered. This is desirable whenever one wants
to control the light-matter interaction strength only through the spectral detuning between an emitter and
the cavity mode,1–3 without changing the value of the electric field amplitude at the emitter position. As a
diametrically opposite situation, we can consider systems in which an external perturbation induces a change of
the spatial pattern of the cavity field, while the resonant frequency is weakly or negligibly affected. The possibility
of spatially shaping the field is quite attractive in various contexts. Indeed, the amplitude of the mode field at
the emitter’s position directly determines the emitter-field coupling rate, g, and affects the radiative processes
such as spontaneous emission and Rabi oscillations. For example, if the electric field amplitude can be controlled
on timescales shorter than 1/g, real-time control of cavity QED processes becomes possible.4,5 Additionally,
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modifications of the field profile can lead to a change of the optical quality factor Q by changing the field
intensity in regions with losses, which could have important application in the context of Q-switched lasers.19

For the specific case in which the perturbation is created by the displacement of a part of the cavity, a mechanical
variation of the Q factor has important applications in the field of dissipative optomechanics.20 Moreover, we
have recently shown that a system in which a mechanical resonator affects the cavity field without changing its
frequency can be used to establish a direct interaction between a quantum emitter and the resonator.21

In this paper we outline the general design principles which allow obtaining, upon external perturbation of an
optical cavity, large field variations, without change of the optical frequency. In sec. 2, we analyze the problem
with a first-order perturbation theory approach, first in the framework of a generic eigenvalue problem (which
therefore applies also to other physical cases of interest, such as the Schrödinger equation), and then for the
specific case of the electromagnetic field of an optical cavity. After having identified the minimal requirements
that lead to large field variation, in sec. 3 we show numerical calculations related to two realistic photonic
structures, namely a Fabry-Perot cavity (sec. 3.1) and a system composed by three coupled photonic crystal
cavities (sec. 3.2). This latter system has been recently shown to provide large change of the electric field in the
central cavity upon a specific perturbation scheme.5 The general principles outlined in this paper allow us to
understand what makes these systems, and the particular perturbations used, successful in providing large field
variations.

2. GENERAL THEORY

The Maxwell equations that determine the frequency and the spatial profile of the electromagnetic field can
be cast, for the case of linear, isotropic, and dispersionless dielectric materials, in a eigenvalue problem.22 In
particular, assuming a harmonic time-dependence of the fields, the magnetic field is given by the solution of the
equation

Θ̂H(r) =
(ω
c

)2
H(r), (1)

where Θ̂ = ∇ ×
(

1
ε(r)∇×

)
is a linear Hermitian operator, ω is the angular frequency (i.e., the eigenvalue),

H(r) is the magnetic field (i.e., the eigenvector) and ε(r) is the dielectric function. Equation 1 allows a more
formal explanation of the effects discussed above. Let us assume that the system is weakly perturbed by some
mean, which leads to a change of the dielectric function and, therefore, of the operator Θ̂. Under a generic
perturbation, both the eigenvalue ω and the eigenvector H(r) will change. However, as shown below, in many
practical realizations the perturbation is such that it induces a strong change of ω but a weak or null change of
H(r). Here, we are interested in finding minimal requirements such that the opposite holds: the eigenvalue ω is
not affected while H(r) is strongly changed. We consider a generic eigenvalue problem, in the form

Ĥ0Ψ(0)
n (r) = E(0)

n Ψ(0)
n (r) (2)

where Ĥ0 is a linear Hermitian operator which acts on complex functions defined on a domain D. We assume
that appropriate conditions are imposed on D and its boundaries, so that the spectrum of the eigenvalues is
discrete. For simplicity, we also assume that the spectrum is not degenerate. The solutions of the problem in eq.

2 are then given by a set of eigenvalues E
(0)
n and eigenfunctions Ψ

(0)
n (r) labelled by n, and arranged such that

E
(0)
n < E

(0)
n+1. The superscripts (0) indicate that these quantities are associated with the unperturbed system.

We will refer to the eigenvalues and eigenfunctions as energies and fields, respectively, for brevity. Furthermore,
we assume that the operator Ĥ0 has an inversion symmetry with respect to a plane, e.g., the plane yz. In

this case all the fields Ψ
(0)
n (r) will be either symmetric or antisymmetric with respect to the inversion x→ −x.

In the following, when using the terms symmetric and anti-symmetric, we will always refer to this particular
transformation.

We now introduce a small perturbation to the system, i.e., Ĥ = Ĥ0+V̂. The energies and fields of the operator
Ĥ are obtainable by perturbative expansions in which the zero-order terms are the unperturbed energies and
fields,

En = E(0)
n + E(1)

n + E(2)
n + ... (3)
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Ψn(r) = Ψ(0)
n (r) + Ψ(1)

n (r) + Ψ(2)
n (r) + ... . (4)

The standard non-degenerate perturbation theory allows calculating the first-order corrections,

E(1)
n =

∫
dr Ψ(0)∗

n (r)V̂Ψ(0)
n (r) = 〈Ψ(0)

n |V̂|Ψ(0)
n 〉 (5)

Ψ(1)
n (r) =

∑
k 6=n

∫
dr Ψ

(0)∗
k (r)V̂Ψ

(0)
n (r)

E
(0)
n − E(0)

k

Ψ
(0)
k (r) =

∑
k 6=n

〈Ψ(0)
k |V̂|Ψ

(0)
n 〉

E
(0)
n − E(0)

k

|Ψ(0)
k 〉 (6)

where we have expressed the results also in the bra-ket notation (with abuse of notation, we use the same symbol
V̂ for the operator acting on the functions space and the operator acting on the abstract space). We now consider
the following question: Which property should the operator V̂ have such that, at the first perturbative order,

the energy is not changed (i.e., E
(1)
n = 0) while the correction Ψ

(1)
n (r) to the field pattern is ‘large’?

A sufficient condition to obtain E
(1)
n = 〈Ψ(0)

n |V̂|Ψ(0)
n 〉 = 0 is that the states |Ψ(0)

n 〉 and V̂ |Ψ(0)
n 〉 have opposite

symmetry, which means that the operator V must be anti-symmetric. The same condition can also lead to large
field variations at the first perturbative order. Indeed, large terms in the sum of eq. 6 appear when, for closely

spaced unperturbed energies (i.e., |E(0)
n −E(0)

k | ≈ 0), the numerator 〈Ψ(0)
k |V̂|Ψ

(0)
n 〉 is not zero. We can therefore

obtain large corrections at the first perturbative order if, for the terms corresponding to the energetically closest

states (k = n± 1), the corresponding matrix elements do not vanish, i.e., 〈Ψ(0)
n±1|V̂|Ψ

(0)
n 〉 6= 0.

For many uni-dimensional operators Ĥ0 of physical interest∗, the following oscillation theorem holds:23 the

symmetry of a state Ψ
(0)
n (x) is opposite to the ones of the energetically closest states Ψ

(0)
n+1(x) and Ψ

(0)
n−1(x) (where

we have replaced the three-dimensional coordinate r by the uni-dimensional coordinate x). For three-dimensional
systems and vectorial fields, we can still use the results of the oscillation theorem, as long as we consider only
modes that differ for their oscillation pattern along the x-direction, but that have the same symmetry along the
other two directions (y and z). In many practical situations (see examples below) this is possible because the
undesired modes are energetically far from the modes of interest. Moreover, even when the undesired modes
are energetically close, they often have different field polarizations with respect to the modes of interest, so that
they do not contribute to the sum in eq. 6.

Due to the opposite symmetry of |Ψ(0)
n 〉 and |Ψ(0)

n±1〉, the requirement 〈Ψ(0)
n±1|V̂|Ψ

(0)
n 〉 6= 0 implies again that

V̂ must be anti-symmetric. However, this condition is in general not sufficient to guarantee large field variations
at the first perturbative order, as discussed below. We also note that similar arguments imply that, at the first
perturbative order, large energy variations and small field variations are instead obtained if V̂ is symmetric. This
explains why this situation is the most common: a uniform perturbation applied to the entire structure, such as
a change of the refractive index by heating, is symmetric.

In order to derive a semi-quantitative formula for the field variation in a particular point r̄, we consider only
the coupling between the nearest states (k = n ± 1), and we assume that the energy spacings are equal (i.e.,

E ≡ E
(0)
n+1 − E

(0)
n ≈ E

(0)
n − E(0)

n−1). Moreover, we assume that, in the point r̄ of interest, the fields Ψ
(0)
n−1 and

Ψ
(0)
n+1 have approximately the same amplitude (|Ψ(0)

n−1(r̄)| ≈ |Ψ(0)
n+1(r̄)|). As will be shown below, this is indeed

a common situation in realistic photonic structures. Since the phase difference between eigenstates is arbitrary,

we chose it such that Ψ
(0)
n−1(r̄) ≈ Ψ

(0)
n+1(r̄). The first-order variation of the field Ψ

(0)
n at the point r̄ is

Ψ(1)
n (r̄) ≈

Ψ
(0)
n±1(r̄)

E

[(
〈Ψ(0)

n−1| − 〈Ψ
(0)
n+1|

)
V̂ |Ψ(0)

n 〉
]
. (7)

In order to obtain large variations of the field Ψ
(0)
n at the point r̄ we therefore need that (I) the frequency

spacing between the modes, E , is small, (II) the fields Ψ
(0)
n±1 have large values at r̄, and (III) the matrix elements

∗More specifically, for operators that are linear combinations of derivative operators up to the second order and
multiplication by a function, like, i.e., the Hamiltonian of a quantum particle in a 1D potential, or the operator of
the 1D Helmoltz equation. The eigenvalue equations obtained with these operators are both particular cases of the
Sturm-Liouville problem, for which the oscillation theorem holds.23
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〈Ψ(0)
n−1|V̂|Ψ

(0)
n 〉 and 〈Ψ(0)

n+1|V̂|Ψ
(0)
n 〉 have opposite sign. The condition (III) is satisfied when, in the regions where

the perturbation is large, the fields Ψ
(0)
n−1(r) and Ψ

(0)
n+1(r) have opposite sign. We note that the phase of the

fields (and therefore their relative sign in every point) is fixed by the requirement Ψ
(0)
n−1(r̄) ≈ Ψ

(0)
n+1(r̄). Because

of the opposite symmetries of Ψ
(0)
n and Ψ

(0)
n±1, the requirement (II) suggests that large field variations will be

obtained at points r̄ where Ψ
(0)
n (r̄) = 0.

3. EXAMPLES

We now apply the principles outlined above to realistic photonic nanostructures. Perturbations are implemented
through local changes of the refractive index. In both examples we assume that the external perturbation can
locally increase or decrease the refractive index. This can be readily obtained in practice by heating the systems
(or injecting free carriers) with, e.g., different laser beams impinging in different areas and with the same power,
such that a uniform increase of the refractive index is initially obtained. Then, by reducing the power of certain
beams, an effective reduction of the refractive index is obtained in specific areas (with respect to the other parts
of the cavity). All the calculations are performed with a commercial Finite Element Method solver (COMSOL
Multiphysics).

3.1 Fabry-Perot cavity

We first consider the case of a rectangular cavity made of a material with refractive index n = 3.4 and surrounded
by perfectly reflecting mirror (fig. 1a). The dimensions of the cavity are L = 2.5 µm (x) × 0.21 µm (y) × 0.23
µm (z), and they are chosen such that the four lowest frequency modes are y-polarized and oscillate along the
x-direction. Moreover, these dimensions ensure that no degenerate modes are present in the lowest part of the
spectrum. The refractive index is perturbed along the x-direction in either a symmetric (δn(x) = ∆n ·cos(πx/L),
fig. 1) or anti-symmetric (δn(x) = ∆n · sin(2πx/L), fig. 2) way. In fig. 1c (middle row), we show the spatial
pattern of the first four modes in an xz-plane in the middle of the cavity. As expected, the fields feature an
increasing number of lobes along the x-direction, and they have alternating symmetry. When the symmetric
perturbation (fig. 1b) is added, no appreciable change of the mode patterns is visible (upper and lower rows of
fig. 1c). The only effect is a weak shrinking or enlarging of the lobes, for ∆n < 0 and ∆n > 0 respectively. The
value of the fields in a fixed point (e.g., r = 0, fig. 1e) is almost unaffected by the perturbation. On the contrary,
the field frequencies (fig. 1d) evolve linearly with ∆n.

When the refractive index is instead perturbed in an anti-symmetric way (fig. 2b), the opposite situation is
observed. The mode frequencies (fig. 2d) are all constant for small values of ∆n, as the perturbative corrections
are of the second or higher order. The field patterns are instead strongly affected by the perturbation (see plots
in fig. 2c), in particular for the first two modes. In fig. 2e we plot the values of the four fields at r=0 versus
∆n. For the second and fourth mode (green and cyan line, respectively), a linear variation of the field amplitude
is obtained for small perturbations. The first and third mode (blue and red line, respectively) show instead a
quadratic behaviour. This is due do the fact that the nearest unperturbed modes to which they can couple (the
second and the fourth one) have zero amplitude at r=0, so that the first-order field perturbation (eq. 7) is zero.
The fact that the fourth mode is less affected than the second one (compare the slope of the green and cyan lines
in fig. 2e) is due to the uneven frequency spacing between the unperturbed modes (see fig. 2d for ∆n = 0), as
discussed above (see eqs. 6 and 7).

3.2 Three coupled L3 cavities

The example provided in the previous section showed that large field variations can be obtained with a simple
optical cavity. However, the system is affected by an important drawback: the frequency spacing between the
modes is dictated by the cavity dimensions, and it is of the same order of magnitude of the frequency of the
first mode. As explained above, the first-order variation of the field patterns is inversely proportional to the
frequency spacing between the modes (eq. 7), and therefore small spacings are required to have large effects. For
the case of a single cavity, any attempt to reduce the frequency spacing will also reduce the mode frequencies,
thus changing the spectral range in which the cavity operates.
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Figure 1. Modes of a rectangular cavity (panel a) upon a symmetric perturbation of the refractive index. The perturbation
(panel b) is δn(x) = ∆n · cos(πx/L). The table in panel (c) shows the field profiles (y-component of the electric field) of
the first four modes for different values of the parameter ∆n, as indicated in the first column. Each mode is normalized
to its maximum value. The phases of the modes 1 and 3 is chosen such that they have the same sign at r=0 for ∆n=0.
The vertical dashed lines mark the r=0 position. (d) Mode frequencies versus ∆n. (e) Values of the four fields at r=0
versus the parameter ∆n (the curve corresponding to modes 2 and 4 are on top of each other).

This drawback can be circumvented by working with systems of coupled cavities. When two or more identical
cavities are placed close to each other, their respective fields will partially overlap. This creates supermodes, i.e.,
linear combinations of the single cavity modes, with well-defined symmetries. The frequencies of the supermodes
are different, and the frequency spacing is dictated by the interaction rate, J , between the single-cavity fields.
This interaction rate is controlled by the cavity distances and the overlap of the respective fields,24 and can
be several order of magnitudes smaller than the cavity frequency. This kind of systems is therefore promising
in view of reaching small frequency spacings (and therefore large field variations) without affecting the optical
mode frequencies. Importantly, if the single cavities are arranged in such a way that the system has an inversion
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Figure 2. Modes of a rectangular cavity (panel a) upon an anti-symmetric perturbation of the refractive index. The
perturbation (panel b) is δn(x) = ∆n · sin(2πx/L). The table in panel (c) shows the field profiles of the first four modes
for different values of ∆n, as indicated in the first column. Each mode is normalized to its maximum value. The phases
of the modes 1 and 3 is chosen such that they have the same sign at r = 0 for ∆n=0. The vertical dashed lines mark the
r = 0 position. (d) Mode frequencies versus ∆n. (e) Values of the four fields at r = 0 versus ∆n (the curve corresponding
to modes 2 and 4 are on top of each other).

symmetry point, a symmetric or anti-symmetric perturbation can be obtained by properly detuning each cavity.

We focus on the particular case of three in-line coupled cavities,5,25,26 where the central cavity interacts
with the lateral ones, while the interaction between the lateral cavities is negligible. As recently shown,5 large
variations of the electric field in the central cavity are obtained when the lateral cavities are detuned in an equal
and opposite way. This behaviour is precisely the consequence of the principles outlined in sec. 2, as we show
here. We consider the case of three L3 photonic crystal (PhC) cavities. Each cavity is realized by removing three
collinear holes in a triangular pattern of air holes embedded in a dielectric (fig. 3a). We use a lattice constant a =
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Figure 3. (a-c) A single L3 photonic crystal cavity. The bulk refractive index is locally changed by a gaussian perturbation
(panel b) with a width of 600 nm and a varying amplitude ∆n. The horizontal axis of panel b is in units of the lattice
constant a. Panels a and c show, for the fundamental y-polarized mode, the field profile (for zero perturbation) and the
frequency versus the refractive index modulation ∆n. (d-f) Field patterns (y component of the electric field) of the three
optical supermodes that are formed when three L3 cavities are coupled in-line and separated by two periods.

370 nm and the hole radius is 115 nm. The calculations are performed within an effective index approximation,
in which the PhC pattern is assumed to be infinitely extended along the z direction, and embedded in a medium
with a fictious refractive index n = 2.66, which corresponds to the effective refractive index of guided modes
propagating in a 170-nm-thick Gallium Arsenide slab at a vacuum wavelength λ = 1300 nm. Each single L3
cavity can be tuned by a local change of the refractive index (fig. 3b), resulting in a linear variation of the
single-cavity mode frequency (fig. 3c). We now consider three of such cavities arranged in-line, and separated
by two lattice periods. Due to the cavity coupling, three supermodes are formed, denoted a−, a0 and a+ (figs.
4(d-f)). These modes feature several important characteristics: The mode a0 has frequency ωc (same as the
single cavity) and its field pattern (fig. 4e, y-component of the electric field) is anti-symmetric for reflections
across the yz-plane. The other two modes have frequencies ωc ± J , and their field patterns are both symmetric.
In the central cavity the field of the mode a0 is zero, while the other two modes have their maximum amplitude.
Finally, we note that the modes a+ and a− have opposite phases in the lateral cavities. Therefore, according to
eq. 7 (and following discussion), the mode a0 is expected to have large field variations in the central cavity (and
no change of frequency) upon an anti-symmetric perturbation, which in this case can be obtained by detuning
the lateral cavities in an equal and opposite way while leaving the central cavity unaltered.

This behaviour is shown in fig. 4. An anti-symmetric perturbation is obtained by increasing the refractive
index in the right cavity by an amount ∆n, and decrease it by the same amount in the left cavity (fig. 4a). As
expected, the frequencies of all the supermodes (fig. 4b) are constant for small values of ∆n. The mode a0 is
actually strictly dispersionless for all the values of ∆n. This is because, in this particular three-mode system,
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Figure 4. Behaviour of the three-cavity system under an anti-symmetric perturbation. (a) The bulk refractive
index is modulated such that the refractive index in the right (left) cavity is increased (decreased) by ∆n. (b) Frequencies
of the three supermodes upon the anti-symmetric perturbation versus ∆n. (c) Field amplitudes of the three supermodes
at the position r = 0, normalized by their maximum, versus ∆n. (d) Evolution of the field amplitudes of the three
supermodes for increasing values of ∆n, as indicated in the first column. The colorbar of all the plots in panel d is the
same as in fig. 3a.

Figure 5. Behaviour of the three-cavity system under a symmetric perturbation. (a) The bulk refractive index
is modulated such that the refractive index in each cavity is increased by ∆n. (b) Frequencies of the three supermodes upon
the symmetric perturbation versus ∆n. (c) Field amplitudes of the three supermodes at the position r = 0, normalized
by their maximum, versus ∆n.

the perturbative corrections to the frequency of a0 are null at every perturbative order as a result of destructive
interference of the terms due to the modes a− and a+. In fig. 4d we show the evolution of the field patterns
of the three supermodes for increasing values of ∆n. The electric field of the mode a0, initially confined in the
lateral cavities, becomes more and more localized to the central cavity as the perturbation is increased. As shown
in the plot in fig. 4c (solid red line), a variation of the refractive index of ∆n < 10−3 is sufficient to have the
maximum of the electric field of the mode a0 in the central cavity (i.e., at r=0). The other two optical modes
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also show a strong variation of the field pattern: the electric field, initially delocalized over all the three cavities,
localizes in one of the two lateral cavities for large ∆n. The variation of the fields of the modes a− and a+ in
the central cavity (fig. 4c, solid yellow and blue lines) is however less marked than the one of the mode a0: This
is because at the first perturbative order the modes a− and a+ can couple only to the mode a0

† which is zero
in the central cavity, and therefore the perturbative corrections to the field patterns are of the second or higher
order. In striking contrast, when the system is symmetrically perturbed (by, e.g., changing the refractive index
in the same way in all the cavities, see fig. 5a), the frequencies of all the supermodes change linearly with ∆n
(fig. 5b), while no variation of the field patterns occur (fig. 5c).

It is interesting to compare the results of fig. 2e and fig. 4c. While for the case of a single cavity a variation
of the refractive index of ∆n ≈ 0.1 is necessary to change the field of the second mode (fig. 2e, green line) from
zero to its maximum value, the refractive index variation required to have the same effect in the three-cavity
system is more than two orders of magnitude smaller. This strong difference is the result of the largely reduced
frequency spacing obtainable in a coupled-cavity system with respect to a single cavity. The variation of the
field amplitude can be made even stronger by reducing the coupling, and thereby the frequency spacing of the
supermodes, with practical limits dictated by the quality factor and by fabrication imperfections which may lead
to localization.

4. CONCLUSIONS

We discussed simple design principles which allow obtaining large variations of the field of an optical cavity,
without change of the frequency, upon an external perturbation. In particular we showed that, in a symmetric
cavity, the field amplitude of one mode in a particular point r̄ can be highly changed by an anti-symmetric
perturbation, if other modes of the cavity have large field amplitudes in r̄ and they are spectrally close to the
mode of interest. This last requirement of small frequency spacing between the unperturbed modes indicates
that systems of coupled cavities, where the frequency spacing between the supermodes can be controlled by the
cavity distances, are promising candidates to achieve large field variations. We demonstrated these design rules
in two different photonic structures, namely a single Fabry-Perot cavity and a system composed by three coupled
photonic crystal cavities. Both systems show field variations with no change in frequency upon a small external
perturbation. However, the perturbation required in the three-cavity system to change the field from zero to its
maximum value is more than two order of magnitude smaller than the one required in the single cavity to obtain
the same effect. As pointed out by our analysis, this large difference arises from the strongly reduced frequency
spacings achievable by using the supermodes of a coupled-cavity system.
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